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Abstract— Containerization has been used in many applica-
tions for isolation purposes due to its lightweight, scalable, and
highly portable properties. However, to apply containerization in
large-scale Internet data centers faces a big challenge. Services
in data centers are always instantiated as a group of containers,
which often generate heavy communication workloads and there-
fore resulting in inefficient communications and downgraded
service performance. Although assigning the containers of the
same service to the same server can reduce the communication
overhead, this may cause heavily imbalanced resource utilization
since containers of the same service are usually intensive to the
same resource. To reduce communication cost as well as balance
the resource utilization in large-scale data centers, we further
explore the container distribution issues in a real industrial
environment and find that such conflict lies in two phases—
container placement and container reassignment. The objective
of this paper is to address the container distribution problem
in these two phases. For the container placement problem,
we propose an efficient communication aware worst fit decreasing
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algorithm to place a set of new containers into data centers.
For the container reassignment problem, we propose a two-
stage algorithm called Sweep&Search to optimize a given initial
distribution of containers by migrating containers among servers.
We implement the proposed algorithms in Baidu’s data centers
and conduct extensive evaluations. Compared with the state-of-
the-art strategies, the evaluation results show that our algorithms
perform better up to 70% and increase the overall service
throughput up to 90% simultaneously.

Index Terms— Container communication, multi-resource load
balance, large-scale data centers, container placement, container
reassignment.

I. INTRODUCTION

CONTAINERIZATION [1] has become a popular virtu-
alization technology due to many promising properties

such as lightweight, scalable, highly portable and good iso-
lation, and the emergence of software containerization tools,
e.g., docker [2], further allows users to create containers easily
on top of any infrastructure. Therefore, more and more Internet
service providers are deploying their services in the form of
containers in modern data centers.

Generally, each Internet service has several modules which
are instantiated as a set of containers, and the containers
belonging to the same service often need to communicate with
each other to deliver the desired service [3]–[6], resulting in
heavy cross-server communications and downgrading service
performance [3], [7]. If these containers are placed on the
same server, the communication cost can be greatly reduced.
However, the containers belonging to the same service are
generally intensive to the same resource (e.g., containers of the
big data analytics services [8]–[10] are usually CPU-intensive,
and containers of the data transfer applications [11]–[15] are
usually network I/O-intensive). Assigning these containers on
the same server may cause heavily imbalanced resource uti-
lization of servers, which could affect the system availability,
response time and throughput [16], [17]. First, it prevents
any single server from getting overloaded or breaking down,
which improves service availability. Second, servers usually
generate exponential response time when the resource uti-
lization is high [18], load balancing guarantees acceptable
resource utilizations for servers, so that the servers can have
fast response time. Third, no server will be a bottleneck under
balanced workload, which improves the overall throughput of
the system.
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Fig. 1. The conflict between container communication and server resource
utilization.

TABLE I

RESOURCE UTILIZATION IN A DATA CENTER FROM BAIDU1

Figure 1 shows an example. Suppose there are two services
(denoted by SA and SB) to be deployed on two servers.
Each service has two containers (CA1, CA2 and CB1, CB2,
respectively). The containers of SA are CPU-intensive while
the containers of SB are network I/O-intensive. Figure 1(a)
shows a solution which assigns one of SA’s containers and one
of SB’s containers on each server. This approach achieves high
resource utilization on both CPU and network I/O, but incurs
high communication cost between the two servers. Figure 1(b)
shows another solution where the containers of the same
service are assigned on the same server. The communication
overhead is thus significantly reduced, however, the utilization
of CPU and network I/O is highly imbalanced on the two
servers.

We further explore the conflict between container com-
munication and resource utilization in a data center with
5,876 servers from Baidu. According to our knowledge,
the containers of the same service in this data center are placed
as close as possible in order to reduce the communication cost.
Table I gives the top 1%, top 5% and top 10% CPU, MEM
(Memory) and SSD (Solid State Drives) utilization of servers
in this data center, which shows that the utilization of resources
is highly imbalanced among servers.

Reducing container communication cost while keeping bal-
anced server resource utilization is never an easy problem.
In this paper, we try to address such conflict in large-scale data
centers. Specifically, such conflict lies in two related phases
of an Internet service’s life cycle, i.e., container placement
and container reassignment, and we accordingly study two
problems. The first is Container Placement Problem, which
strives to place a set of newly instantiated containers into
a data center. The objective of this phase is to balance
resource utilization while minimizing the communication cost
of these containers after placement. The second is Container
Reassignment Problem, which tries to optimize a given place-
ment of containers by migrating containers among servers.

1http://www.baidu.com

Such reassignment approach can be used for online periodical
adjustment of the placement of containers in a data center.
We formulate these two problems as multi-objective optimiza-
tion problems, which are both NP hard.

For the Container Placement Problem, we propose an
efficient Communication Aware Worst Fit Decreasing (CA-
WFD) algorithm, which subtly extends the classical Worst Fit
Decreasing bin packing algorithm to container placement. For
the Container Reassignment Problem, we propose a two-stage
algorithm named Sweep&Search which can seek a container
migration plan efficiently. We deploy our algorithms in Baidu’s
data centers and conduct extensive experiments to evaluate the
performance. The results show that the proposed algorithms
can effectively reduce the communication cost while simul-
taneously balancing the resource utilization among servers
in real systems. The results also show that our algorithms
outperform the state-of-the-art strategies up to 90% used by
some top containerization service providers.

This paper is extended from [19] with significant improve-
ments including:

• We disclose a new problem (i.e., the Container Placement
Problem) that places a set of newly instantiated containers
into a data center, which is a necessary and important
phase in services’ life cycle.

• We propose the CA-WFD algorithm to solve the Con-
tainer Placement Problem and conduct extensive experi-
ments to evaluate the performance.

• We refine the algorithms proposed for the Container
Reassignment Problem, and significantly extend the
experimental study for this problem.

The rest of this paper is structured as follows. Section II
introduces the architecture of container group based services.
Definitions of Container Placement Problem and Container
Reassignment Problem are given in Section III. Our solutions
to the two problems are proposed in Sections IV and V,
respectively. Section VI compares our solutions with state-of-
the-art designs by extensive evaluations. We implement our
solutions in large-scale data centers of Baidu, and the details
are given in Section VII. Section VIII covers related work.
At last, Section IX concludes the paper.

II. CONTAINER GROUP BASED ARCHITECTURE

Containerization is gaining tremendous popularity recently
because of its convenience and good performance on deploy-
ing applications and services. First, containers provide good
isolations with namespace technologies (e.g., chroot [20]),
eliminating conflicts with other containers. Second, containers
put everything in one package (code, runtime, system tools,
system libraries) and do not need any external dependencies
to run processes [21], making containers highly portable and
fast to distribute.

To ensure service integrity, a function of a particular
application may instantiate multiple containers. For example,
in Hadoop, each mapper or reducer should be implemented
as one container, and the layers in a web service (e.g.,
load balancer, web search, backend database) are deployed
as container groups. These container groups are deployed in
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cloud or data centers, and managed by orchestrators such as
Kubernetes [22] and Mesos [23]. Using name services, these
orchestrators can quickly locate the containers on different
servers, so application upgrade and failure recovery can be
well handled. As containers are easy to build, replace or delete,
such architecture makes it convenient to maintain container
group-based applications.

But the container group based architecture also introduces
side effects, i.e., the low communication efficiency. As the
functions deployed in the same container group belong to
the same service, they need to exchange control messages
and transfer data. Therefore, communication efficiency within
a container group greatly affects the overall service per-
formance [3]. However, simple consolidation strategies may
result in imbalanced utilization of multiple resources, because
containers of the same group are usually intensive to the
same resource. The above orchestrators provide the possibility
to leverage containers, but how to manage container groups
for reducing communication overhead and balancing resource
utilization is still a pending problem.

III. PROBLEM DEFINITION

In this section, we go into the above trade-off by analyzing
the overall costs under specified constraints. Let H denote
the set of servers in a data center. Each server has multiple
types of resources. Let R denote the set of resource types.
For each server h ∈ H, let P (h, r) denote the capacity of
resource r ∈ R. Let S denote the set of services. Each service
is built in a set of containers. Each container may have several
replicas. For a specific container c, let Dr

c denote its resource
requirement for resource r (r ∈ R). The set of containers to
be placed is denoted by C.

A. Objective

According to Section II, there are two aspects when quan-
tifying the total overhead of any distribution status, i.e., the
communication cost and the resource utilization (we consider
both in-use resources and residual resources).

1) Communication Cost: So far we can formulate the
overall communication cost as follows: for each container
c ∈ C, let H(c) denote the server that container c assigned
to. For a pair of containers ci and cj , let f(ci, cj) denote the
communication cost incurred by these two containers. Since
the communication overhead exists mainly in host networks,
if ci and cj are placed on the same server (H(ci) = H(cj)),
the communication cost is negligible, i.e., f(ci, cj) = 0. Thus,
the overall communication cost for the data center is the sum
of the communication cost produced by all possible container
pairs, which is given by

Ccost =
∑

∀ci,cj∈C,ci �=cj

f(H(ci), H(cj)). (1)

The next two metrics measure the resource utilizations of
servers, which are Resource Utilization Cost and Residual
Resource Balance Cost.

2) Resource Utilization Cost: If the resource utilization of
a server is much higher than others, it will easily become
the bottleneck of a service, seriously degrading the overall
performance. The ideal situation is that all servers enjoy equal
resource utilization. For each resource type r ∈ R, the resource
utilization cost for r is defined as the variance of resource
usage for r of all servers, i.e.,

∑

h∈H

[U(h, r)− Ū(r)]2

|H| , (2)

where U(h, r) denotes the utilization of resource r on server h,
Ū(r) is the mean utilization of resource r of all servers and
|H| is the number of servers. This metric can reflect whether
resource r is used in a balanced way among servers. The
total resource utilization cost for the data center is the sum
of the resource utilization cost of all resource types, which is
given by

Ucost =
∑

r∈R

∑

h∈H

[U(h, r)− Ū(r)]2

|H| , (3)

3) Residual Resource Balance Cost: Any amount of CPU
resource without any available RAM is useless for coming
requests, so the residual amount of multiple resources should
be balanced [16]. For two different resources ri and rj , let
t(ri, rj) represent the target proportion between resource ri

and resource rj . The residual resource balance cost incurred
by ri and rj is defined as

cost(ri, rj) =
∑

h∈H

max{0, A(h, ri)−A(h, rj)× t(ri, rj)}

(4)

where A(h, r) refers to the residual available resource r on
server h. This metric can reflect whether different types of
resources are used according to the expected proportion. The
total residual resource balance cost for the data center is
the sum of the residual balance cost of all possible pairs of
resource types, which is given by

Bcost =
∑

∀ri,rj∈R,ri �=rj

cost(ri, rj) (5)

Based on the above definitions, the overall resource uti-
lization of servers can be measured by the sum of the total
resource utilization cost and the total residual resource balance
cost. It is easy to see that smaller cost indicates more balanced
resource utilization among servers.

A commonly used approach to optimize multiple optimiza-
tion objectives is to transfer multiple objectives into a single
scalar [24]. We adopt this approach in this paper and define
the objective to be minimized as a weighted sum of all the
costs defined above, i.e.,

Cost = wU ∗ Ucost + wB ∗Bcost + wC ∗ Ccost. (6)

B. Constraints

To minimize the above cost, containers should be
placed or reassigned to the most suitable servers, but this
process should satisfy some strict constraints.
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1) Capacity Constraint: First, the resource consumed by the
containers on each server cannot exceed the capacity of the
server for each resource type, i.e.,

∑

c∈C,H(c)=h

Dr
c ≤ P (h, r), ∀h ∈ H, ∀r ∈ R. (7)

2) Conflict Constraint: Second, as mentioned earlier, each
container may have several replicas for parallel processing
purpose. Generally, the replicas of the same container cannot
be placed on the same server. Let Γ(c, c�) denote whether c
and c� are the replicas of the same container, with Γ(c, c�) =
1 indicating yes and Γ(c, c�) = 0 otherwise. The Conflict
Constraint can be represented by

Γ(c, c�) = 1⇒ H(c) �= H(c�), ∀c, c� ∈ C, c �= c�. (8)

3) Spread Constraint: Third, a specific function in a high
performance application is usually implemented on multiple
containers to support concurrent operations. For example,
a basic search function in web services is usually instantiated
in different servers or even different data centers. As these
containers are sensitive to the same resource, they cannot be
put on the same server. Otherwise, there will be serious waste
of other resources like memory and I/O. Therefore, for each
service Si ∈ S, let M(Si) ∈ N be the minimum number
of different servers where at least one container of Si should
run, we can define the following Spread Constraint for each
service:
∑

hi∈H

min(1, |c ∈ Si ∈ S|H(c) = hi|) ≥M(Si), ∀Si ∈ S.

(9)

4) Co-Locate Constraint: Fourth, some services require
critical data transmission delay among containers. In order
to satisfy the latency requirement, the containers with critical
frequent interactions should be assigned to the same server. Let
Λ(c, c�) denote whether c and c� should be co-located on the
same server, with Λ(c, c�) = 1 indicating yes and Λ(c, c�) = 0
otherwise. The Co-locate Constraint can be represented by

Λ(c, c�) = 1⇒ H(c) = H(c�), ∀c, c� ∈ C, c �= c�. (10)

5) Transient Constraint: The Container Reassignment prob-
lem assumes a given placement of containers and tries to
further improve the initial placement by migrating containers
among servers. For each container c ∈ C, let H(c) and H �(c)
denote the original server and the new server (after migration)
that container c is assigned to. In order to guarantee service
availability, any migrated container cannot be destroyed at the
original server until the new instance is created on the new
server. Therefore, the resources are consumed at both origi-
nal server H(c) and the new server H �(c) during container
migration. This constraint can be represented by

∑

c∈C,H(c)=h
�

H�(c)=h

Dr
c ≤ P (h, r), ∀h ∈ H, ∀r ∈ R. (11)

Based on the above discussions, we formally define the
problems to be addressed in this paper.

• Container Placement Problem (CPP). Given a set of
new containers, to find the optimal placement of contain-
ers such that the total cost defined by (6) is minimized
while the constraints (7), (8), (9) and (10) are not violated.

• Container Reassignment Problem (CRP). Given an
initial placement of containers, to find the optimal new
placement of containers such that the total cost defined
by (6) is minimized while the constraints (7), (8), (9),
(10) and (11) are not violated.

IV. CONTAINER PLACEMENT PROBLEM

In this section, we firstly show that CPP is NP-hard and then
propose a heuristic algorithm called Communication Aware
Worst Fit Decreasing to approximate the optimal solution
of CPP.

A. Problem Analysis

To prove that CPP is NP-hard, let us consider the Multi-
Resource Generalized Assignment Problem [25] (MRGAP)
first. Given m agents {A = 1, 2, ..., m}, n tasks {T =
1, 2, ..., n} and l resources {R = 1, 2, ..., l}, each agent i has
capi,r units of resource r and each task j requires reqj,r units
of resource r. Assigning a task j to agent i induces a cost
costi,j . MRGAP tries to assign each task to exactly one agent
with the purpose of minimizing the total cost without violating
the resource constraints, i.e.,

min
∑

i∈T

costi,A(i)

s.t.
∑

j∈A,i∈T (j)

reqi,j,r ≤ capj,r, ∀r ∈ R (12)

where A(i) denotes the agent task i is assigned to, and T (j)
denotes the set of tasks on agent j.

It is widely accepted that the MRGAP is a strongly NP-
hard problem [26]. We note that MRGAP is essentially a
simplified version of CPP. Suppose we deploy service S
into some empty servers with only the capacity constraint
considered (i.e., we do not consider constraints (8), (9) and
(10)). Because the total cost is 0 before deploying S (note
that the servers are initially empty), we can denote the final
cost by

∑
c∈CS

ΔCostc, where CS denotes the set of containers

of service S, and ΔCostc denotes the increment in Cost
in Equation (6) by placing container c. This Simplified CPP
(SCPP) can be formulated as follows:

min
∑

c∈CS

ΔCostc

s.t.
∑

c∈CS,H(c)=h

Dr
c ≤ P (h, r), ∀h ∈ H, ∀r ∈ R. (13)

From Equations (12) and (13), it is easy to see that MRGAP
is equivalent to SCPP if we regard agents as servers and tasks
as containers. In other words, MRGAP is a special case of
CPP. Therefore, it follows that CPP is NP-hard.

Although MRGAP is a special case of CPP, there are
key differences between them, which make existing solutions
to MRGAP inapplicable for CPP. Firstly, there are more
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Fig. 2. There are three services each with two containers: (a) the current
assignment; (b) the impractical reassignment; (c) the optimal solution.

constraints in CPP, thus feasible solutions to MRGAP may be
infeasible to CPP. Secondly, unlike in MRGAP, the assignment
cost in CPP (i.e., increment of Cost induced by an assignment)
is dependent upon assignment sequence, which could even be
negative (note that a proper placement can improve resource
utilization without increasing communication overhead and
thus decreases the overall cost).

B. CA-WFD Algorithm

As large-scale data centers usually have thousands of con-
tainers and servers, the approaches that try to find optimal
solutions are impractical for CPP due to the high computation
complexity. In this section, we propose a heuristic algorithm
to approximate the optimal solution to CPP, which is extended
from the Worst Fit Decreasing (WFD) [27] strategy.

The basic idea of WFD is to sort the items in a decreasing
order according to their sizes and each item is assigned to
the bin with largest residual capacity. WFD is widely used
for load balancing [28] because WFD tends to distribute slack
among multiple bins. However, we face several challenges to
apply WFD in CPP. The first is how to measure the sizes of
containers and the capacities of servers. A commonly used
approach is to transfer the multi-dimensional resource vector
into a scalar. Since different designs of the scaler may yield
different performances [29], we need to carefully scalerize
the resource vectors in CPP. Moreover, WFD is traditionally
applied for balancing resource utilization, so we have to
extend WFD to CPP, where both resource load balance and
communication overhead reduction are considered.

To measure the sizes of containers, we define the Dominant
Requirement of a container, i.e., the maximum requirement
on different resources, which is expressed as maxr∈R Dr

c .
We use the Weighted Sum of residual resources to measure the
available capacity of a server, which is defined as

∑
r∈R wr ∗

A(h, r), where wr refers to the weight of resource r. In fact,
motivated by prior researches [29], we proposed and tested
several designs based on real-world environments and finally
choose the two metrics.

To extend WFD to CPP, instead of simply picking the
server with the largest free space in WFD, we take two steps
to select a server for a new container. In the first step, we put
emphasis on load balance, where d candidate servers with
the most available resources are selected. In the second step,
to reduce communication overhead, we choose the server with
the most containers that belongs to the same service with the
new container.

We propose the Communication Aware Worst Fit
Decreasing (CA-WFD) algorithm shown in Algorithm 1.

Algorithm 1 CA-WFD
1: C← the set of new containers to be placed
2: H← the set of servers
3: Sort containers in C according to their sizes
4: while C �= ∅ do
5: Pick the container c ∈ C with the largest size
6: Pick d servers Hd with the largest available capacity that

can accommodate c without violating any constraint
7: Pick the server h ∈ Hd that accommodates the most

containers that belongs to the same service with c
8: Assign c to h
9: C← C\{c}

10: end while

The algorithm sorts the containers according to their sizes
(measured by Dominant Requirements) in line 3. Then,
it repeatedly assigns the largest container until all the
containers are assigned (lines 4-10). Each time the algorithm
picks the top d servers with the largest residual capacity
(measured by Weighted Sum of residual resources) and
chooses the one with the most containers that belongs to the
same service with c to minimize the increment of Ccost.

V. CONTAINER REASSIGNMENT PROBLEM

CRP aims to optimize a given initial placement of containers
by migrating containers among servers. As mentioned earlier,
all the constraints should be satisfied during the migrations
in order to guarantee the online services. Since containers are
already placed on servers initially, the residual capacities of
servers that can be utilized during migrations are quite limited,
making CRP challenging. Classical heuristic algorithms have
been used to solve similar problems [30]–[32]. However,
the existing approaches are inefficient to handle big containers
at the hot hosts due to transient constraints in CRP.

A. Problem Analysis

Figure 2 shows the additional constraint and challenge in
CRP, where single resource and homogeneous servers are
considered for simplicity. There are six containers which are
placed on three servers. Initially (as shown in Figure 2(a)),
three containers (CA1, CB1 and CC1) are placed on Server 1,
whose resource requirements are 20%, 20% and 30%, respec-
tively. Two containers (CA2 and CB2) are placed on Server 2,
whose resource requirements are both 50%. One container
(CC2) is placed on Server 3, whose resource requirement is
40%. Suppose the capacity of each server is 100%. Obviously,
the optimal placement of containers is as shown in Figure 2(c),
i.e., each server has two containers and the total resource
utilization is 70%. As illustrated in Figure 2(b), it is impossible
to get the optimal placement from the initial placement by
migrating containers concurrently. This is because in order
to achieve the optimal placement, we need to move CC1

from Server 1 to Server 3, and move CB2 from Server 2 to
Server 1. However, migrating CB2 from Server 2 to Server 1 is
infeasible since the transient constraint will be violated on
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Server 1 (the sum of resource consumption on Server 1 will
exceed its capacity if CB2 is migrated).

For the above example, if we first move CC1 from
Server 1 to Server 3 and suppose the transient resource is
released on Server 1 after migration, then CB2 can be migrated
from Server 2 to Server 1 without violating any constraint.
Inspired by this observation, we propose a two-stage container
reassignment algorithm named Sweep&Search to solve the
problem.

B. Sweep&Search Algorithm

The Sweep&Search algorithm has two stages, which are
Sweep and Search. The Sweep stage tries to handle the large
containers on the hot servers, i.e., trying to migrate the large
containers to the expected locations. Based on the placement
produced by the Sweep stage, the Search stage adopts a
tailored variable neighborhood local search to further optimize
the placement of containers.

Note that, the Sweep&Search algorithm is only used to com-
pute the migration plan, i.e., which server each container will
be migrated to. So, all the placement changes (e.g., migrate,
shift, swap) in the algorithm description are hypothetical. After
the migration plan is figured out, the containers are physically
“migrated” to their target servers as follows: first, for each
container, a new replica of the container is constructed in
the target server; second, the workload mapped to the “old”
replica of the container is redirected to the new replica;
third, the old replica of the container is physically deleted.
The Sweep&Search algorithm has taken the transient resource
constraints into account when computing the migration plan,
so the resource constraints at both the original servers and the
target servers can be always satisfied during migration.

1) Sweep: Recall that one of our objectives is to balance
resource utilization among servers. The traditional approaches
for load balancing normally move workload directly from
servers with high resource utilization to servers with low
resource utilization. However, as shown in Figure 2, the large
containers are hard to migrate due to the transient resource
constraints. To address this issue, we propose a novel two
step approach in the Sweep stage. In the first step, we try to
empty the spare servers as much as possible by moving out
containers from the spare servers to other servers. This will
free up space for accommodating more large containers from
the hot servers. In the second step, we move large containers
from hot servers to spare servers so that resource utilization
among servers can be balanced.

The pseudo-code of Sweep is shown in Algorithm 2. The
algorithm first selects a set of hot servers (i.e., the servers
whose resource utilization is higher than a predefined safety
threshold). Suppose the number of hot servers is N . The
algorithm then tries to clear up N spare servers (i.e., the top
N servers with the lowest resource utilization). When working
on a spare server, the algorithm tries to migrate as many
containers as possible from the spare server to other servers
(lines 5-8). For a specific container c, the procedure FindHost
returns a normal server (i.e., neither a hot server nor a spare
server) that can accommodate c. After that, the resources

Algorithm 2 Sweep
1: Sort H in descending order according to the residual

capacity
2: Hhot ← {h|U(h) > safety threshold}
3: N ← the size of Hhot

4: Hspare ← top N spare servers
5: for each container c on h ∈ Hspare do
6: h� ← FindHost(c)
7: Migrate c from h to h�

8: end for
9: for each h ∈ Hhot do

10: while U(h) > Ū(h) do
11: pick a container c on h
12: pick a spare server h� ∈ Hspare that can accommodate

c without violating any constraint
13: Migrate c from h to h�

14: end while
15: end for

Fig. 3. Three kinds of moves Sweep&Search explores.

occupied by the containers which have been migrated can
be released on the spare servers. Then, the algorithm tries to
migrate containers from hot servers to spare servers to balance
the resource utilization (lines 9-15). Specifically, the algorithm
iterates over the hot servers and repeatedly migrates containers
from each hot server to spare servers until the resource
utilization of the hot server is below the average of all servers
if possible.

2) Search: The Sweep stage mainly focuses on balancing
the resource utilization among servers. However, the commu-
nication cost may still be high after the Sweep stage. The
Search stage will further optimize the solution produced by the
Sweep stage using a local search algorithm. The local search
algorithm incrementally adjust the placement through three
basic movements: shift, swap and replace.

A shift move is to reassign a container from one server to
another server (Figure 3(a)). It is the most simple neighbor
exploration that directly reduces the overall cost. For exam-
ple, reassigning a container from a hot server to a spare
server will reduce Ucost; moving a CPU-intensive container
from a server with little residual CPU will reduce Bcost;
moving a container nearer to its group members reduces Ccost.

A swap move is to exchange the assignment of two con-
tainers on two different servers (Figure 3(b)). It is easy to see
that the size of the swap neighborhood is O(n2), where n is
the number of containers. To limit the branch number, we cut
off the neighbors that obviously violate the constraints and
worsen the overall cost.
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Algorithm 3 Search
1: Pcrt ← the initial container placement
2: repeat
3: Sort H by resource utilization
4: N ← H(Top(δ)) + H(Tail(δ))
5: Pshift ← shiftSearch(Pcrt, N)
6: Pswap ← swapSearch(Pcrt, N)
7: Preplace ← replaceSearch(Pcrt, N)
8: Pcrt ← arg min(Cost(P )), P ∈
{Pshift, Pswap, Preplace}

9: until Cost(Pcrt) < T
10: Pbest ← Pcrt

11: Output Pbest

The replace move is more complex than the shift move
and the swap move, which is to shift a container from one
server (the original server) to another server (the relay server)
and meanwhile shifts zombie containers on the relay server to
other servers (the target servers) (Figure 3(c)). A zombie con-
tainer is a container that was planned to move here (from other
servers) in the earlier search stage but the actual operation has
not been executed yet. We represent zombie containers with
dashed edges in the figure. Since the zombie containers have
not been migrated, it will not incur additional overhead if we
reassign them to other servers.

It is obvious that replace is more powerful than shift and
swap, but the overhead is much higher. This is because there
are so many potential movements for a zombie container and
replace should explore all the possible branches. Fortunately,
the overhead can be bounded. In each iteration of the Search
algorithm, one shift and one swap will be accepted, which
will generate 3 zombies. So there are 3 cases for the next
replace phase. In each branch, we try to move the zombie
container away from the assigned host, and this is another
shift operation. So in the ith iteration, there are at most 3i
zombie containers. If we assume the overhead of exploring a
shift neighbor is os, the total overhead of Sweep&Search is
linear to os.

The local search algorithm is described by Algorithm 3.
The algorithm repeats iteratively until the overall cost falls to
the pre-set threshold T . In each iteration, three procedures are
executed, namely shiftSearch, swapSearch and replaceSearch.

The shiftSearch procedure attempts to migrate containers
from hot servers to spare servers to reduce the total cost. It first
randomly selects a set of hot servers and a set of spare servers.
Then, it tries to shift a container on the selected hot servers to
one of the spare servers with the condition that the total cost
is reduced after the shift move.

The swapSearch procedure aims at reducing the total cost
through swapping the locations of containers. It first randomly
selects a set of hot servers and a set of non-hot servers. For
each container on the selected hot servers, the algorithm tries
to find a container on the selected non-hot servers such that
the total cost is reduced if the locations of the two containers
are swapped.

TABLE II

SERVER CONFIGURATION

TABLE III

SERVICE INFORMATION

The replaceSearch procedure tries to reduce the total cost
by reassigning a container from hA to hB under the premise
to move a zombie container from hB to hC . It firstly chooses
a set of hot servers as origin servers. For each container c on
the origin server h, it selects a set of non-hot servers as relay
servers. For each zombie container c� on the relay server h�,
replaceSearch tries to find a target server h�� from a set of
randomly selected spare servers, such that the overall cost is
reduced if reassigning c from h to h� meanwhile moving c�

from h� to h��.
In Appendix A, we give a detailed algorithm analysis

and prove that the deviation between Sweep&Search and the
theoretical optimal solution has an upper bound.

VI. EVALUATION

We have conducted extensive experiments with variant para-
meter settings in Baidu’s large-scale data centers to evaluate
CA-WFD and Sweep&Search. As we cannot deploy compari-
son systems in real data centers due to safety concerns, evalu-
ations are performed in two experimental data centers, where
there are 2,513 servers accommodating 10,000+ containers
of 25 services in DCA and 4,361 servers accommodating
25,000+ containers of 29 services in DCB .

The configurations of servers in the two data centers are
summarized in Table II. Resource requirements of typical
services in DCA (SAi) and DCB (SBi) are given in Table III.
The values in Table II and III are after normalization, where
the top server configuration of each dimension of resource
is normalized to 1. These real-world data show that both the
server configurations and resource requirement of containers
are significantly heterogeneous.

A. Performance of CA-WFD

1) Algorithm Performance: We consider such a scenario
where two new services (SA and SB) are being deployed into
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TABLE IV

THE COSTS UNDER DIFFERENT PLACEMENT STRATEGIES

DCA and DCB , respectively. SA is instantiated as 2,000+
containers, and SB is instantiated as 5,000+ containers. These
containers have different resource requirements. In this set
of experiments, to deploy these newly instantiated containers
into data centers, CA-WFD is compared with four state-of-
the-art container distribution strategies that are used by top
container platform providers (e.g., Docker [33], Swarm [34]
and Amazon [35]).

• CA-WFD is the Communication Aware Worst Fit
Decreasing algorithm proposed in Section IV. In the
evaluation, we set d as 2 in line 6 of Algorithm 1, i.e., two
candidate servers are picked each time.

• Random assigns containers randomly. Random serves as
a baseline in the evaluation.

• HA (High Availability) selects the server with the fewest
containers of that service at the time of each container’s
deployment. HA is applied to optimize the load bal-
ance as well as service availability. However, it may
also induce heavy communication overhead, because the
containers spread over all the servers.

• ENF (Emptiest Node First) chooses the server with the
fewest total containers. ENF aims at balancing the load
of all the servers at a coarse granularity. Note that fewer
containers do not definitely mean less resource utilization,
since one big container (e.g., SB2 in Table III) can resume
more resource than several small containers (e.g., SB1

in Table III).
• Binpack assigns containers to the server with the least

available amount of CPU. Binpack tends to minimize the
number of servers used.

Table IV compares the total cost after placing the con-
tainers with different algorithms. For clarity, in this section,
the value of costs are after min-max normalization [36], and
the lower and upper bounds are normalized to 0 and 1,
respectively. The upper and lower bounds are calculated in
the ideal conditions. Take Communication Cost for example,
the upper bound of Ccost of a service is calculated when
all the containers of this service spread on as many servers
as possible, while the lower bound is calculated when these
containers are all placed in the same server or the nearest
servers (still under the Capacity Constraint, Conflict Constraint
and Spread Constraint). With respect to Resource Utilization
Cost (Ucost), CA-WFD performs overwhelmingly better than
the other algorithms up to 57.7% in DCA and up to 45.5%

TABLE V

THE COSTS UNDER DIFFERENT ALGORITHM VARIATIONS

in DCB . The second optimal algorithm is ENF, and the reason
is that both CA-WFD and ENF tend to assign containers to
servers with more free space, which benefits load balance.
However, ENF regards the server with least containers as the
“emptiest”, which is imprecise. Ucost of Binpack is almost two
times of CA-WFD, because Binpack assigns containers to least
servers, which harms load balance. CA-WFD also achieves
better or similar performance in both data centers in terms of
Residual Resource Balance Cost (Bcost) and Communication
Cost (Ccost), which confirms the effectiveness of CA-WFD.
HA performs obviously worse than other designs in terms of
Ccost, because HA spreads the containers among the servers
which induces more cross-server communications.

Figure 4 shows CDF of resource utilization of DCA servers.
The horizontal axis represents the 2513 servers in DCA and
the vertical axis represents the utilization of three different
resources. CA-WFD yields more balanced resource usages
than other algorithms, which is consistent with the results
in Table IV. As server resource utilization reflects the data
center performance under stress tests, i.e., when burst occurs,
we can expect better service throughput when placing contain-
ers by CA-WFD.

2) Algorithm Variations: As illustrated in Section IV,
CA-WFD uses dominant requirement and weighted sum of
residual resources to represent the “size” of containers and
servers, respectively. Motivated by Panigrahy et al. [29],
we evaluated several design choices in our experimental data
centers, and the results perfectly confirmed the effectiveness
of our design choice. In this section, we give the comparison
between CA-WFD and another two representative variants,
which run the same procedure as Algorithm 1 but with
different metrics.

• DR-WS (Dominant Requirement – Weighted Sum),
i.e., the design choice we adopt in Section IV.

• WS-DP (Weighted Sum – Dot Product) sorts the con-
tainers by the weighted sum of requirement vectors
(i.e.,

∑
r∈R

wr ·Dr
c ), and selects the best server accord-

ing to dot product of the vector of container require-
ment and the vector of residual resource of server (i.e.,∑
r∈R

ar ·Dr
c · A(h, r)), where ar = exp(0.01 · avdemr),

and avdemr = 1
|R|

∑
r∈R

Dr
c . Simulations in [29] show that

WS-DP performs well in Vector Bin Packing [37].
• C-C (CPU – CPU) is a single-dimensional version Com-

munication Aware Worst Fit Decreasing strategy, which
only considers CPU utilizations when sorting and placing
containers.
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Fig. 4. The resource utilization of servers in DCA under different placement strategies.

Fig. 5. The resource utilizations of servers in DCA under different reassignment strategies.

Table V compares the costs of CA-WFD and its variants.
DR-WS (i.e., our design choice in Section IV-B) outperforms
the other two designs in both data centers. A point worthing
to note is that WS-DP performs obliviously worse in DCB

than in DCA. We contribute this to WS-DP cannot effec-
tively capture the resource features in more heterogeneous
environments (note that in Table II, the server capacity of
DCA is more heterogeneous than that of DCB). C-C assigns
containers to the server with the maximum residual CPU,
hence containers tend to be packed on servers with high
end CPUs. This explains why it gains a slightly better result
for Ccost than DR-WS and WS-DP, but poor performance
for Ucost and Bcost. This implies that single-dimensional
placement strategy is insufficient in real-world environments,
because optimization of single resource easily brings poor
utilization of other resources.

In summary, compared with the state-of-the-art algorithms,
CA-WFD gains much balanced multi-resource utilization
without inducing heavy communication overhead, which fur-
therly yields a better performance of services.

B. Performance of Sweep&Search

1) Algorithm Performance: We compared Sweep&Search
with the following two alternative solutions, NLS and Greedy.
Again, we evaluate these algorithms in experimental data
centers for safety concerns.

• Sweep&Search (S&S) is the container reassignment
algorithm we propose in Section V. To speed up the
convergence of the Search procedure in Algorithm 3,
we empirically set wu, wb and wc in Equation (6) as 1,
1

|H| , and 1
|C|2 , respectively, so that the three components

of Cost (i.e., wu∗Ucost, wb∗Bcost, and wc∗Ccost) fall in
similar value ranges. Besides, we set δ in Sweep as 2%.

TABLE VI

THE COSTS UNDER DIFFERENT CONTAINER

REASSIGNMENT ALGORITHMS

• NLS is a noisy local search method, which is based on the
winner team solution for Google Machine Reassignment
Problem (GMRP) [16]. This method reallocates processes
among a set of machines to improve the overall efficiency.
In the evaluation, NLS adopts the same value of wu, wb

and wc as Sweep&Search in local searching.
• Greedy is a greedy algorithm, which tries to move

containers from the “hottest” server to the “sparest”
server each time. This algorithm reduces Ucost directly
in a straightforward way.

Table VI shows the total costs produced by Sweep&Search,
NLS and Greedy, separately. In DCA, compared with Greedy
(NLS), Sweep&Search achieves 40.4% (30.6%), 69.0%
(66.0%) and 9.1% (6.2%) better performance in terms of
Ucost, Bcost and Ccost, respectively. In DCB , the benefits are
33.9%(21.2%), 72.7%(80.4%) and 6.3%(3.8%), respectively.
The results show that Sweep&Search can jointly optimize
communication overhead and balance resource utilizations.

Figure 5(a) shows the CDF of CPU utilization of the
2,513 servers in DCA. The horizontal axis represents the
2513 servers in DCA and the vertical axis represents the CPU
utilization. There are about 330 servers whose CPU utilizations
exceed 60% under the greedy algorithm and 210 servers under
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TABLE VII

AVERAGE CPU UTILIZATION OF BOTTLENECK SERVERS

TABLE VIII

THE COSTS UNDER DIFFERENT PARAMETER
SETTINGS OF SWEEP&SEARCH IN DCA

the NLS algorithm. But when leveraging Sweep&Search,
the highest CPU utilization falls down to 52%, which is much
better than Greedy and NLS.

For high performance network services, the overall through-
put of the system is generally determined by hot servers.
We collect the resource usages of the top 300 hot servers
produced by each algorithm, and the results are shown in
Figure 5. Taking SSD as an example, the average utilization of
the top 300 hot servers under greedy, NSL and Sweep&Search
are 97.71%, 93.15% and 81.33%, respectively. To clearly
show the quantified optimization results, the average CPU
utilization of the top hot servers is shown in Table VII. The
overall average CPU utilization of the 2,513 servers is 51.16%.
We can see that Sweep&Search’s performance is very close
to the lower bound, and outperforms Greedy and NSL by up
to 70%.

We attribute this to the following reasons. First, we take
Ucost and Bcost into consideration to minimize the differ-
ence in resource utilizations and balance residual multiple
resources. Second, the Sweep stage makes room for the
following search procedure, based on which the Search stage
could explore more branches to find better solutions.

2) Algorithm Efficiency: In this section, we show the effec-
tiveness of Sweep and then evaluate the impacts of different
parameter settings on the performance of Sweep&Search in
DCA. In the evaluation, we in turn set δ = 2%(10%, 20%),
which means that in each exploring iteration, we select
4%(20%, 40%) servers as the set of candidates from the
top 2%(10%, 20%) and the tail 2%(10%, 20%) and leverage
neighbor searching on these candidate servers.

Table VIII shows the costs under different parameter set-
tings. Ucost, Bcost and Ccost all benefit for a larger δ, which
is consistent with the analysis in Appendix A. Especially,
compared with 2%, by setting δ to 10% (20%), Bcost and
Ccost are improved by 65.3% (71.9%) and 37.4% (48.9%),
respectively. However, Ucost gains smaller improvement than
Bcost and Ccost, which implies that a small δ can produce a
good result in resource load balance. Note that although larger
δ yields a reduction in the total cost, it also spends more time
to sweep the servers in Algorithm 2.

VII. IMPLEMENTATION

In this section, we present the implementation of our
solutions in Baidu. All the proposed algorithms have been

Fig. 6. System performance before and after deploying our solution.

TABLE IX

SERVICE INFORMATION

implemented in a middleware product called FreeCon-
tainer [19], while FreeContainer is built in the data center
orchestrator system that manages virtualized services.

FreeContainer is deployed in an Internet data center with
6,000 servers, where 35 services are deployed together with
some other background services. To evaluate the performance
improvement of the data center after deploying our solution,
we conduct a series of experiments to measure the follow-
ing system features: response time, service throughput and
resource utilization.

A. Response Time

The service response time refers to the total response time
of a particular request. As each request would go through
multiple containers, an efficient container communication
scheme should give low network latency. We show the results
in Figure 6(a), where the small red (big blue) points denote
the request response time before (after) deploying our solution.
The average response times are 451 ms and 365 ms, respec-
tively. We can conclude that communication latency reduces
up to 20% by container distribution optimization.

B. Service Throughput

To validate the online performance of the proposed algo-
rithm, we perform stress test on this data center and measure
the throughput of 5 representative services. The representative
services are selected as follows. We classify the services into
three types, i.e., small, medium and large, with respect to the
number of containers and the mean number of replicas per
container, respectively. Table IX summarizes the types of the
services selected. Our intention is to cover as many service
types as possible. The service throughput before and after
deploying FreeContainer is shown in Figure 6(b). Taking S2

as an example, the maximum throughput before deploying
FreeContainer is 510,008 queries per second (qps), which
raises to 972,581 qps after implementing our algorithms
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Fig. 7. (a) CDF of CPU utilizations of servers. (b) CDF of Memory utilization of servers. (c) CDF of SSD utilization of servers. (d) Impact of CPU utilization
on response time.

(with an increase of 90%). We also observe that for S5,
the throughput is improved from 295,581 qps to 384,761 qps,
with 30% increase. This is because there are only 588 inter-
active containers in S5 but 2,268 containers in S2. The results
imply that the benefit is more significant for the service with
more containers to communicate.

C. Resource Utilization

Resource utilization is another performance indicator.
If resource utilization are balanced among servers, the through-
put is generally also good. We measure resource utilizations
under stress tests and show the results in Figure 7 (CPU
in Figure 7(a), MEM in Figure 7(b) and SSD in Figure 7(c)).
From these figures we can see that our solution eliminates
the long tails of resource utilization. Taking CPU utilization
as an example, there are about 800 servers whose utilization
exceeds 80%. To show the influence caused by high resource
utilization, we classify the servers according to CPU utilization
(every 10 percent) and calculate the average response time of
queries on these classified servers. The results show that when
the average CPU utilization is below 60%, the latency keeps
below 50ms, but after that, the latency increases significantly
with the increasing CPU utilization. For the servers with CPU
utilization higher than 80%, the latency increases to 200ms,
and for the servers with CPU utilization higher than 90%,
the latency increases to 800ms (16 times longer than that
under 60% CPU utilization). Thus, the affected servers suffer
from long request latency due to CPU resource shortage, and
become the bottlenecks of the overall service performance.
From the above results, we can conclude that our solution can
lead to more balanced resource utilization.

VIII. RELATED WORK

In this section, we survey some problems that are related to
our problem, including Multi-Resource Generalized Assign-
ment Problem, Google Machine Reassignment Problem,
traffic-aware virtual machine placement Network Function
Placement and Container Deployment and Migration.

A. Multi-Resource Generalized Assignment
Problem (MRGAP)

MRGAP [25], [38] is an extension of the General-
ized Assignment Problem (GAP) [39], [40], where multiple

resources are associated with the items and bins. Solutions
to MRGAP usually contains two phases. The first phase
aims to obtain an initial feasible solution, and the second
phase attempts to further improve the solution. Gavish and
Pirkul [25] proposed two heuristics to generate the initial solu-
tion and a branch and bound algorithm to improve the solu-
tion. Privault and Herault [41] computed the initial solution
by the bounded variable simplex method and optimized the
solution by a simulated annealing algorithm. Mitrović-Minić
and Punnen [30] and Yagiura et al. [42] generated a random
initial solution in the first phase and adopted local searching
techniques in the second phase. Mazzola and Wilcox [43]
combined Pivot and Complement (P&C) and the heuristic
proposed in [25] to obtain high-quality solutions. Shtub and
Kogan [44] proposed a gradient descent based solution to the
Dynamic MRGAP (DMRGAP), where the resource require-
ments of items change over time and an item can be assigned
to several bins. Although we show that MRGAP is equivalent
to the simplified CPP in Section IV-A, we emphasize that
CPP and CRP are more complex than MRGAP because of
the containerization-specific constraints (i.e., Conflict, Spread,
Co-locate and Transient Constraints), which makes above
solutions inapplicable in our scenarios.

B. Google Machine Reassignment Problem (GMRP)

GMRP was formulated by the Google research team as a
subject of ROADEF/EURO Challenge, which aims to maxi-
mize the resource usage by reassigning processes among the
the machines in data centers. Gavranović and Buljubašić [16]
proposed the winner solution Noisy Local Search (NLS),
which combines local searching techniques and noising strat-
egy in reallocation. Different from NLS, we depart the reas-
signment into two steps, namely Sweep and Search. With the
help of Sweep, we mitigate the hot hosts and obtain better
initial conditions for the following local searching procedure.
The evaluation result in Section VI shows that Sweep&Search
yields significantly better results than directly applying local
searching techniques.

C. Traffic-Aware Virtual Machine Placement

Like containerization, Virtual Machine (VM) is also a
popular virtualization technique, where isolated operation sys-
tems run above a hypervisor layer on bare metals. Since
each VM runs a full operating system [45], VMs usually
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have bigger sizes and consumes more power than contain-
ers. Hence, traditional VM placement mainly concerns about
optimization of energy consumption, resource utilizations
and VM migration overhead [46]. Since the pioneer work
of Meng et al. [47], many efforts have been made to miti-
gate inter-server communications by traffic-aware VM place-
ment [48]–[57]. Meng et al. [47] defined the Traffic-aware
VM Placement Problem and proposed a two-tier approximate
algorithm to minimize inter-VM communications. Choreo [49]
adopts a greedy heuristic to place VMs to minimize appli-
cation completion time. Li et al. [50] proposed a series of
traffic-aware VM placement algorithms to optimize traffic
cost as well as single-dimensional resource utilization cost.
Rui et al. [55] adopt a system optimization method to re-
optimize VM distributions for joint optimization of resource
load balancing and VM migration cost. Different from these
work, we optimize both communication overhead and multi-
resource load balancing. Besides, since containers can be
deployed in VMs instead of physical machines, the solutions
proposed in our paper are orthogonal to these VM place-
ment strategies. Therefore, VM resource utilization and inter-
VM communications could be optimized by container place-
ment/reassignment, and that of physical machines could be
optimized by VM placement.

D. Network Function Placement

Network Function Virtualization (NFV) has recently gained
wide attention from both industry and academia, mak-
ing the study of their placement a popular research topic
[17], [58]–[71]. Wang et al. [17] studied the flow-level multi-
resource load balancing problem in NFV and proposed a
distributed solution based on the proximal Jacobian ADMM
(Alternating Direction Method of Multipliers). Marotta and
Kassler [61] proposed a mathematical model based on
the Robust Optimization theory to minimize the power
consumption of the NFV infrastructure. In [65], an affinity-
based heuristic is proposed to minimize inter-cloud traf-
fic and response time. Zhang et al. [66] proposed a Best
Fit Decreasing based heuristic algorithm to place network
functions to achieve high utilization of single dimensional
sources. Taleb et al. [67] studied the network function place-
ment problem from many aspects, including minimizing path
between users and their respective data anchor gateways,
measuring existing NFV placement algorithms [67], placing
Packet Data Network (PDN) Gateway network functionality
and Evolved Packet Core (EPC) in the cloud [68], [69],
[71], and modeling cross-domain network slices for 5G [70].
Since network functions work in chains and containers are
deployed by groups, the communication patterns are totally
different between the two systems. Hence, the communication
optimization solutions in NFV is non-applicable to container
placement. Besides, none of these work aims at the joint
optimization of communication overhead and multi-resource
load balancing in data centers.

E. Container Deployment and Migration

A lot of work has been studied to deploy containers among
virtual machines or physical machines for various optimization

purposes. Zhang et al. [72] proposed a novel container
placement strategy for improving physical resource utiliza-
tion. The works [73]–[75] studied the container placement
problem for minimizing energy consumption in the cloud.
Mao et al. [76] presented a resource-aware placement scheme
to improve the system performance in a heterogeneous cluster.
Nardelli et al. [77] studied the container placement problem
for optimizing deployment cost. However, none of the above
work considers the communication cost among containers.

The container migration issues also have been extensively
studied in the literature. The first part of the related works
concentrate on developing container live migration techniques.
The works [78], [79] proposed solutions for live migrating
Linux containers, while Pickartz et al. [80] proposed the tech-
niques for live migrating Docker containers. The prior works
[81]–[83] further optimized the existing container migration
techniques for reducing migration overhead. The second part
of the related works focused on the container migration
strategies. Li et al. [84] aimed to achieve load balancing
of cloud resources through container migration. Guo and
Yao [85] proposed a container scheduling strategy based on
neighborhood division in micro service, with the purpose of
reducing the system load imbalance and improve the overall
system performance. Kaewkasi and Chuenmuneewong [86]
applied the ant cology optimization (ACO) in the context of
container scheduling, which aimed to balance the resource
usages and achieve better performance. Xu et al. [87] proposed
a resource scheduling approach for the container virtualized
cloud environments to reduce response time of customers jobs
and improve resource utilization. Again, none of the above
work considers communication cost among containers.

IX. CONCLUSION

More and more Internet service providers deploy their
services in containers due to the promising properties of
containerization. However, applying containerization in large-
scale Internet data centers faces the trade-off between com-
munication cost and multi-resource load balance.

In this paper, we go into the container distribution problem
in large-scale data centers and break it down into two stages,
i.e., Container Placement Problem and Container Reassign-
ment Problem, which are both NP-hard. For Container Place-
ment, we propose an efficient heuristic named Communication
Aware Worst Fit Decreasing which extends WFD to CPP
by considering both multiple resource load balance as well
as communication overhead reduction. For Container Reas-
signment Problem, we design a two-stage algorithm called
Sweep&Search to re-optimize the container distribution, which
firstly handles overloaded servers and then optimizes the
objectives by local search techniques.

Extensive experiments have been conducted to evaluate
our algorithms. The results show that our algorithms out-
perform the state-of-the-art solutions up to 70%. We further
implemented our solutions in a data center with more than
6,000 servers and 35 services, and the measurements indicate
that our solutions can effectively reduce the communication
overhead among interactive containers while simultaneously
increasing the overall service throughput up to 90%.
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APPENDIX A
APPROXIMATION ANALYSIS OF SWEEP&SEARCH

In this section, we would like to prove that the output of
Sweep&Search is (1 + �, θ)-approximate to the theoretical
optimum result P ∗ (for simplification, we use P̂ instead of
Pbest in the subsequent analysis), where � is an accuracy
parameter, and θ is a confidence parameter that represents
the possibility of that accuracy [88]. More specifically, this
(1 + �, θ)-approximation can be formulated as the following
inequality:

Pr[|P̂ − P ∗| ≤ �P ∗] ≥ 1− θ. (14)

If � = 0.05 and θ = 0.1, it means that the output of
Sweep&Search P̂ differs from the optimal solution P ∗ by
at most 5% (the accuracy bound) with a probability 90% (the
confidence bound).

Sweep introduces no deviation, so the deviation of P̂ and
P ∗ mainly comes from the Search stage which consists of two
parts: one is to select a subset of host set H to run Search,
the other is the stopping condition. Specifically, the core idea
of the search algorithm is to select some candidate hosts
from H, expand to search three kinds of neighbors for a few
iterations and generate an approximate result in each iteration.

Let bi be the branch that is explored on hi and xi be
the minimum cost of bi. Assume there are n branches in
total, a fact that can be easily seen is that the optimal
result (minimum cost) is Q∗ = min{x1, ..., xn}. Given an
approximation ratio �, we would like to prove that the output
of Sweep&Search P̂ with cost Q̂ meets |Q̂−Q∗| ≤ �Q∗ with
a bounded probability. We split the total error � into two parts
and try to bound the above two errors separately.

A. Bound the Error From Stopping Conditions

In each iteration, we explore 2δ branches. Let Q̂iter =
min{min{x1, ..., x2δ}, (1−�)Q∗

iter

2 }, which means that the
stopping condition is a balance of the following two: 1) the
minimum cost on these branches reaches the best result; and
2) the threshold 1−�

2 is reached.
Lemma 1: The output Q̂iter in each iteration satisfies
|Q̂iter −Q∗

iter| ≤ �
2Q∗

iter

Proof: There are two parts: 1) If the minimum cost on
these 2δ branches reaches the current best one, then Q̂iter =
Q∗

iter; 2) If the minimum cost on these branches is greater
than the current best, then Q̂iter = 1−�

2 Q∗
iter.

Overall, |Q̂iter − Q∗
iter | ≤ |1−�

2 Q∗
iter − Q∗

iter| = �
2Q∗

iter,
so the deviation is bounded by �

2 .

B. Bound the Error From Subset Selection

We now try to prove that we can bound |Q̂ − Q∗| by
exploring 2δ hosts in each iteration.

Before giving the proof, we first introduce the Hoeffding
Bound:

Hoeffding Inequality: There are k random identical and
independent variables Vi. For any ε, we have

Pr[|V − E(V )| ≥ ε] ≤ e−2ε2k. (15)

With this Hoeffding Bound, we have the following lemma:
Lemma 2: There is an upper bound for Pr[|Q̂ − Q∗| ≤

�
2Q∗] when exploring 2δ hosts in each iteration.

Proof: Assume the minimum cost of all branches is in
uniform distribution (range from a to b), so we have Q̂ =
(min{x1, ..., x2δ}) and E(Q̂) = (1 − xi

b−a )2δ . Let Yi = 1 −
xi

b−a , and Y =
∏2δ

i=1 Yi, we have

E(Q̂) = Y < Y
n
2δ . (16)

As Y is associated with Q̂ and the expectation of the
minimum Yi is associated with Q∗, so Q̂ and Q∗ are linked
together. More specifically, E(Y ) = E(Yi)2δ , E(Yi) =
E(Y )

1
2δ . Thus, we have

E(Q∗) = (1− xi

b− a
)n = E(Yi)n = E(Y )

n
2δ (17)

and

Pr[|E(Q̂)− E(Q∗)| ≥ �

2
] < Pr[|Y n

2δ − E(Y )
n
2δ | ≥ �

2
].

(18)

Through the above Hoeffding Bound (Inequation 15),
we have

Pr[|Y n
2δ − E(Y )

n
2δ | ≥ �

2
] ≤ e−2( �

2 )2∗2δ. (19)

Finally,

Pr[|E(Q̂)− E(Q∗)| ≥ �

2
] ≤ e−�2δ. (20)

Now we can combine the above two errors: the error rate
from stopping condition is within �

2 and the error rate from
subset selection is also bounded to �

2 within a probability.
So we can propose the whole theorem as follows.

Theorem: Let Q∗ be the theoretical optimal result (with the
minimum overall cost) of the container group reassignment
problem, Sweep&Search can output an approximate result Q̂
where |Q̂−Q∗| ≤ �Q∗ with probability at least e−�2δ.

As a conclusion, we can give an upper bound to the
deviation and the possibility is associated with the number
of selected hosts in each searching iteration. With a given
accuracy, we can further improve that probability by exploring
more hosts.
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