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Abstract—Peer-to-peer distributed storage systems aggregate the 
storage space of many peers spread over the Internet. Due to the 
dynamic and scalable nature of these systems, it is a 
challengeable issue to access data in an available and reliable way 
through redundancy. Following the modeling methodology 
presented in [1], we present the stochastic model to analyze 
redundancy evolution of these systems under churn. Different 
from the previous work based on the average peer availability, 
the stochastic model can be applied into the practice based on 
both conditional probabilities ( ,  ) which can be obtained from 
network probing easily. First, we apply the model to characterize 
the redundancy evolution of a fragment system with temporary 
churn. And we use an empirical trace and a synthetic trace to 
validate the model. Second, based on the characteristics of 
different churn from the both probabilities, we propose the 
redundancy maintenance strategy assisted by network sampling. 
Our simulations evaluate the performance of the strategy driven 
by empirical and synthetic traces. 

Keywords—Peer-to-peer Storage Systems; Availability; Model; 
Redundancy; Maintenance 

I. INTRODUCTION 

Peer-to-Peer (P2P) systems are widely used to share resources 
on Internet including publishing files and sharing disk space 
applications. In these applications, data availability is the 
primary concern because peer dynamics (i.e., churn) is a 
prevalent phenomenon. Some P2P storage prototype systems 
have been designed and implemented, such as CFS[9], 
PAST[12], OceanStore[11], TotalRecall[8] and so on. Data 
redundancy is an indispensable part to ensure data available 
and persistent against individual failures for these applications. 
All the peers responsible for the redundancy of an object are 
called a redundancy system. It is a challenging issue to design 
and maintain the redundancy system in P2P dynamic networks. 

Much research work has been presented on the availability 
of these systems. Most of them are based on the average peer 
availability and it is hard to accurately capture the time 
evolution of the storage systems [13, 10]. And there was much 
work that analyzed the performance the systems under churn 
[14, 15, 17]. Moreover, network measurement work motivates 
us to analyze the dynamics of P2P storage systems to gain 
deeper understanding of the effects of various churn on 

redundancy parameters choice and determination. Peer 
availability is estimated based on peer-online status sampling 
every a fixed time interval in network measurement. For 
example, Overnet [16] trace dataset is obtained every twenty 
minutes. Therefore, it is reasonable to use discrete-time 
stochastic process to model the behavior of peers in these 
sy

hi

stems. 
As one contribution of this paper, we utilize a stochastic 

model to analyze the evolution of a redundancy system under 
churn from a novelty perspective. Different from the previous 
work based on the average peer availability, t s model let 
online peers remain online with a probability  and offline 
peers rejoin the system with a probability  from one time to 
next. These probabilities of the model can be get based on the 
sampled on/off states of peers. Following the modeling 
methodology presented in [1], we analyze the time-evolution 
characteristics of the peers in every redundancy system with 
the model. We use an empirical trace dataset [2] and a 
sy

ategy can at least 
re

 and evaluate it. Finally, we conclude 
the paper in section VI. 

TED WORK 

nthetic trace to validate the model.  
As the other contribution, our maintenance strategy is 

proposed to enhance data availability. The strategy replaces 
some selected peers based on their churn characteristics 
reflected by both the probabilities. Our simulations evaluate 
the performance of the strategy driven by empirical and 
synthetic traces. The results show that our str

ach the expected availability of the model. 
The rest of the paper is organized as follows. In Section II, 

we introduce some related work. In Section III, we provide the 
preliminary background and some notions. In Section IV, we 
proceed to describe the system model and validate it based on 
the synthetic and empirical traces. In section V, we propose 
our maintenance strategy

II. RELA

A. Churn and Redundancy 

In past several years, through some research efforts for data 
lookup and location mechanism in wide area networks, such as 
various DHTs, the networks tend to provide a stable, reliable 
service for data routing and locating. A number of P2P storage 
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th dynamic peers in these networks.  
Recently more studies focus on enhancing data availability 

impacted by the dynamic behaviors of participated peer, i.e. 
churn. Churn as an inherent property of these systems is 
classified into temporary churn and permanent churn [18, 14]. 
In temporary churn, a peer fails over a period of time and then 
returns without losing its stored data. But in permanent churn, 
a peer is failed permanently resulting in its stored data lost. So 
these P2P storage systems need to employ some form of 
redundancy to mask or hide the impact from temporary churn 
and some maintenance scheme to repair lost data from 
permanent churn. Existing systems [8,9,11,12,22] usually 

ilize replication and erasure coding as redundancy strategies.  
This paper assumes that a (m,n) erasure code is adopted. 

That is, originally n encoded distinct fragments for an object 
are stored on n independent peers, and then if any m(<n) 
fragments available, the object can be reconstructed. 
Replication can be regarded as a special case (n, 1) of erasure 
code. We call the redundancy system for the
fragments a fragment system in the later discussion. 

B. Redundancy Placement and Maintenance 

For placing the redundancy in these systems, two common 
replica placement strategies [14], random placement and 
selective placement, are employed. In random placement, the 
responsible peers of redundancy are determined by a set of 
known re-hash functions. Implementing this random 
placement is straightforward, scales well as the number of 
hosts increase, and also fits well with the way current peer-to-
peer systems like Chord and Pastry operate. In selective 
placement, the responsible peers are chosen based on some 

III. PRELIMINARY 

This section describes the preliminary including peer 
availability measurement and some related notions in our 
model. Based on the observation that, in real P2P storage 
systems, the peer availability measurement is done at a certain 
time interval, it is convinced that the discrete-time

ediction algorithms on the peer lifetime, capacity etc.  
In both the strategies, it can be regarded that the peers are 

uniformly random selected in the all peers set or part peers set. 
Therefore, the peers responsible for the  in

nsidered independent with each other. 
Some redundancy maintenance strategies have been 

proposed to repair the lost data due to permanent failure. 
These strategies are classified into proactive maintenance 
(such as in [4]) and reactive maintenance (such as in [8,15]) 
according to the different repair occasion. The maintenance 
strategy should make a decision to choose a proper peer to 
store the recovered fragment. Among these maintenance 
strategies, 

gment.  
In the paper, the proposed strategy samples online/offline 

states of the peers responsible for the fragments of an object 
periodically. And then it replenishes periodically the 
redundancy by recovering new fragments at some other online 
peers based on the behavior characteristics
reflected by both state-transitio

C. Redundacny Models 

Previous work usually modeled the redundancy system 

from a static perspective. For example, in [10,13,23], they 
provided similar models to comp

plication and erasure encoding.  
Recent work modeled redundancy under churn from the 

process perspective. In [14], D.Wu et al modeled the evolution 
of a fragment system based on stochastic differential equations 
and derived closed-form terms for different maintenance 
strategies under different churn. In [6] T

euing models for P2P storage systems. 
In [19, 20], they used a simple Markov chain model with 

continuous-time to derive the lifetime of the replicated state 
and to optimally choose system parameters. In [21], 
replication model was introduced to analyze data d

rious heavy-tailed distributions of peer lifetime.  
The closest analog to our work is that of Datta et al [15]. 

They used a Markov model with discrete-time parameters to 
derive the time evolution t

ndomized lazy maintenance.  
Our modeling work is inspired by work in system reliability 

theory [1], which uses a property of Vandermonde matrices to 
examine the reliability of an n-component system of service. 
Following the modeling methodology [1], we propose a 
stochastic model to analyze the evolution of a fragment system 
under churn. Based on the model, then we propose a 
redundancy maintenance strategy assisted by network 
sampling. Moreover, both emp

 our model and in the simulatio

A. Network Measurement 

To ensure required availability, P2P storage systems need to 
monitor the connectivity of the overlay and maintain the 
availability of stored objects. The premise of the operations is 
the peer availability measurement. There are man

ailability measurements in distributed systems.  
Most of the traces used active network probing to determine 

whether they are available in the systems or not every a certain 
time interval. TABLE.I shows the traces of some real 
distributed systems. Bolosky et al described the uptimes of 
over 50,000 PCs in Microsoft Corporation [2]. Guha et al 
studied a set 4000 peers in the Skype network by sending an 
application-level ping every 30 minutes for one month [3]. 
Stribling measured pings every 15 minutes between all pairs 
of 200-400 PlanetLab peers [5]. Bhagwan et al studied peers 
availability in Overnet [16]. As listed in TABLE.I, it shows 
some characteristics of these traces including s

bing time
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LE I 
REAL DISTRIBTASETS SYSTEMS 

Traces System 
Scale 

Observe
Duration 

Probing 
Interval 

Microsoft PCs 51,662 35 days 1 hour 
Skype 4000 1 month 30 minutes 
PlanetLab  3000 6 months 15 minutes 
Overnet  200-400 7 days 20 minutes 

 
Therefore, it is reasonable to treat the time t in our model 

and the trace-driven experiments as discrete time that is a 
natural and reasonable assumption. The states of peers in an 
overlay network dynamically change over time. As recorded 
in these empirical traces, the participating peers have the 
following the states: online state (1) and offline state (0). It can 
be

e the peer state at time . 
At each sampling time instance t, each peer is denoted as 0
the peer is offline and 1 if it is online. 

     (1) 

tem is n, |S|
The set of online peers of a fragm d as 
which size is denoted as N

 observed that every peer changes its state between online 
and offline during its evolution.  

Formally, for a peer i, let Xi(t) denot  t
 if 

1   peer  is online at time 

ise

i t
( )

0  otherw
iX t  



B. Fragment System 

To support the object availability, a (n, m) erasure code is 
adopted to provide data redundancy for an object. Originally n 
distinct fragments are stored in the network, and at any time 
moment t, any at least m distinct fragments ensure object 
reconstruction (i.e., N(t)>=m). Each peer is responsible for 
only one fragment of an object. As defined the term in [14], 
for a specific object o, the set of peers that hold a fragment of 
an object is called the fragment system of object o, which is 
denoted by S (i.e., the size of a fragment sys =n). 

Son(t) ent system is define
(t), |Son(t)| =N(t).  

1

( )( )
n

i

i

X tN t


                                     (2) 

As stated in Section II.A, we can make an assumption that 
the peers in a fragment system are independent. The churn 
pattern of each peer can be considered as an online/offline 
alternating process. In online state, the peer is present in a 
fragment system and the fragment stored on it is available. In 
offline state, the peer is not present due to temporary failures 
and we assume that the fragment still exists in the peer’s 
storage space. The parameters n and m should be properly 
configured to mask temporary churn and ensure a required 
level of availability, say 99.9%, for the fragment system. If a 
peer is permanent failed in a fragment system, the fragment 
stored on it will be lost and N(t) will be degraded. Our model 
concerns some characteristics of the evolution of N(t), which 
is analyzed in Section IV. And our proposed maintenance 
strategy can recover the lost fragment to some selective peer 
based on th ection V. 

mporary churn. We validate the results of the model by 
 by both empirical trace and synthetic 

tra

ith the 

 The probability of an
e

e parameters in the model in S

IV. MODEL 

Following the modeling methodology presented in [1], this 
section models the convergence state evolution of peers in S 
with te
the simulations driven

ce. 

A. Assumptions 

As stated in Section III.A, the time interval between 
consecutive state probes in each peer evolution is fixed, and 
the peer is sampled as discrete state, online (1) or offline (0). 
Also, for any redundancy placement, as stated in Section II. B, 
the transition of any peer between the states of being online 
and offline is independent of the other peers. Therefore, the 
following more realistic assumptions are given to model the 
peer behavior at time t.  

 Time, measured in discrete units, is identified w
set of positive integers. At initial time t=0, all peers in 
S are online. That is, Xi(t=0)=1 where i = 1…n. 

 online peer remaining online 
from one time to the next is fixed and denot d by  . 

{ ( 1) 1 | ( ) 1}i iP X t X t     . For simplicity, the 
complementary probability is abbreviated as 1    

 The p  offline peer remaining robability of an offline 
from one moment to the next is fixed and denoted by 
 . { ( 1) 0 | ( ) 0}i iP X t X t     . Let 1   . 

The probabilities (  , and their complements) can be 
obtained from trace data in which peer state is periodically 
sampled by network probing. Consider a probing state-path of 
a peer that alternates between online and offline state. 
According to the probing state-path for each peer, all state 
transitions are counted and the average transition probabilities 
are obtained. As a simple example, the peer probing state-path 
is 1111001110001111 for peer i. The transition count from Xi(t) 
=1 to Xi(t+1) =0 is 2, ted as tc0,1=2. Other state transition 
co

 deno
unts are tc1,1=8, tc0,0=3 and tc1,0=2. Thus 

i
 =0.8 and 

i =0.6. 
From the intuition, the transition counts reflect different 

characteristics of different types of churn. If temporary churn 
is dominant wi  peer  then the state transition counts of 01 
and 10 will be large proportions of all state transition counts. 
It means that i

th  i,

 and i  both a  relatively small for the peer. 
If peer i tends to successively stay online, then i

re
 increases for 

an online peer i. Reversely, if i  increases for an offline peer i, 
then the peer tends to successively stay offline and may be 
permanent failed if i exceeds a threshold. Based on the 
different characteristics of different types of churn reflected by 
the probabilities, our redundancy maintenance strategy is 
proposed in Section V.  

For the n peers in S, the average probabilities obtained by 
approximately equal to and . We randomly select different 
numbers of peers (i.e., the size of a fragment system, |S|=n=10, 



20, 50 a d 10 , respectively) responsible for the fragments of 
an object from the trace of Microsoft Corporation [2] and 
obtain 

n 0

 and  of these selected ers for 1000 time units in 
the trace. The process is repeated 1000 times (i.e., 1000 
distinct fragme s); then 

pe

t systemn   and   are obtained. Fig.1 
plots the median, the 5th and the 95th percentiles of the 
probabilities (  and  ) for different sizes of a fragment 
system. As expected, it can be seen hat the parameters tends 
to fluctuate in a narrow range with the increasing size of 
fragment system. The medians of 

t
 

  (range from 0.9954 to 
0.9959) and  (range from 0.9609 to 0.9640) are almost 
constant values for these fragment systems. The 5th and the 
95th percentile values are closer to the medians as the size of 
fragment system increases. The results validate our 
assumptions that the probability of an online peer remaining 
online and the probability of an offline remaining offline are 
constant values. Moreover, the system scale (i.e., the number 
of peers) in [2] is stable and tempora  is do  in 
the observed duratio

ry urn minant
heref he empirical trace 

ce nerated 

 ch
 use t

0.
n. T
 ge

ore, we
with and a synthetic tra 995  and 0.96   to 

y

valida our modte el. 

B. Model 

The assumptions described in Section IV.A allow the th or  
of Markov chains to be held. Moreover, according to the trace 
of Microsoft [2], the assumptions of the probability pair (

e

 , ) 
are grounded in reality. For a (m, n) fragment system, it takes 
the number of online peers, N(t), i.e., the number of available 
fragments, to be the state of the fragment system at each 
discrete-time t

e tim

. At a

e

ny

on probability 

 time poi ine 
pe

pi,j  to 
state i n  unit is given 

nt t

 of t
by 

, if

r

 the num

ansiting 

ber of onl

j

ers N(t)>=m, object o is available; otherwise, the object is 
unavailable.  

The transiti
 in o

from state 

,
0

i
l j l n l i j i l

i j
l

j n j
p

l i l
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

  
     
 .     (3) 

The transition from state j to state i happens when l of the j 
eers ng online and (i-l) of the (n-j) offline 

peers back online from current time instance to next one, and 
],0[ il  and ],0[ ni . In the formula (3), state i and

online ini

 

fra

v ch i,j, we pr e 
e

a 

 un

 p rema

 j of a

esent th
object availability in 

gment system are symmetrical, and i may be larger than j. 
Thus the combination number (j, l) is defined 0 if l>j. 

According to the Marko ain with 
ng the 

p

e

following results aimed at m asuri
fragment system. 

1) Expectation of N(t) 
At initial time t=0, the fragments of a specific object are 

stored on n independent peers. After t tim its, the number 
of available fragments determines the availability of an object. 
We use the expectation of N(t), denoted as ( )N t to describe the 

ution of the fragment system. The ti-step transition 
probability from state j to state

tp  which is important in 

evol ul

deducing

 m
me  i in t ti units is denoted as 

,i j
 ( )N t . The transition 

matrix P can be represented  

10 20 30 40 50 60 70 80 90 100 110
0.985

0.99

0.995

1

number of peers

pr
ob

ab
ili

ty

 
(a)   

10 20 30 40 50 60 70 80 90 100 110
0.85

0.9

0.95

1

number of peers

pr
ob

ab
ili

ty

 
(b)   

Fig.1 the 5th and the 95th percentile and the median values for  and .  

, 0 ,
   

i j i j n

n

   
( )P p

 

  

 
   

 
which is a specific class of matrices, Vandermonde matrices. 
The property that the product of two Vandermonde matrices is 
Vandermonde facilitates to multiply, invert and diagonalize 
our transition matrix P. Thus, the multiple-step transition 
matrix can be obtained and further the propositio

                                  (4) 

n can be 

 expected 
number of available fragments a  given by  

obtained based on the generating function at time t.  
Proposition 1: For a fragment system (|S|=n), the

t time t is

( ) (1 )N t q( ) /tn q    , where 1q     .  (5) 

Due to 1 q    , the result of ( )N t  can also be 

( ) / ( )n qt    . The restriction of 0 2    follows 

that | |q 1 . The corollary of this  given as 

ite), the expected num

proposition is
follows. 
Corollary 1: As a fragment system (|S|=n) tends to stable (i.e., 
time t tends to infin ber of available 
fragments tends to / (1 ) / ( )n q n      . That is, for a 

long run, the expec n oted fractio f the available fragments in a 
fragment system is / ( )   . 



Proposition 1 and its corollary reflect the quality of 
convergence of available fragments. It is easily seen to be 
correct at t=0 that the fragment system begins in state n. The 
speed of convergence to the expected available fragments is 
only determined by |q|. If the peers in th ent system 
have more frequent temporary churn (i.e., , 0

e fragm
   ), the state 

evolution of a fragment system shows the oscillating 
convergence to the expected nu available fragments. If 
the peers tend to stable (i.e., , 1

mber of 
   ), the state evolution 

shows a monotonous decrease towards the expected number of 
available fragments. The evolution takes a longer time in the 
tw

if re

o extreme cases than other cases. 
In Fig.2, the modeled curves show the state evolutions of 

d fe nt fragments systems with various values of n and 
( , ). In oth curves depict the modeled 
results with 0.995

Fig. 2(a), the smo
  , 0.96  for the fragment systems (n=20, 

50) according to Proposition 1. The fragment system tends 
towards stable fast due to the effect of temporary churn and 

the expected number of online fragments tends to a constant. 
In Fi the s th curves depict the modeled results 
with 0.995

g. 2(b), moo
  and 1   for the fragment systems (n=20 and 

50) according to Proposition 1. It is an extreme case th e 
failed peer doesn’t return the fragment system due to 1

at th
  , 

i.e., the failure is permanent. The redundancy level of the 
fragment system gradually decreases towards all fra
lo

 of the fragment s

gments 

y
st over time.  
Moreover, the synthetic traces stems 

(n=20, 50) with 0.995, 0.96    and 0.995, 1   , are 
generated respectively. For both synthetic traces, at each time t, 
let online peers remain online with a probability   and offline 
peers remain offline with a probability  . In Fig.2(a) and 
Fig.2(b), every fluctuating curve is a synthetic state-path 
instance. That is, the state evolutions of fragment systems are 
plotted over time. It can be seen that every synthetic state-path 

rresponding modeled curve. 

 system and the expected 

P
of time for which i-out-of-n fragments available approaches  

fluctuates along with the co
2) Deviation of N(t) 

Proposition 1 only presents the expected available number 
of fragments in a fragment system. It is also important to 
determine the extent of deviation from the expected curve. 
That is, for a long run, it need to be concerned that how often a 
given state is visited for the fragment
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( )

n i in
f i
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  
 

Proposition 2 provides the expected fraction of time for 
each state of a fragment system. For a long run, we can know 
the expected time to stay at each state during a period. From 
another point of view, Proposition 2 means the ation from 
the expected number of available fragments, 

  .                       (6) 

devi
( )N t , for each 

state of a fragment system. The expected fraction of time of i-
out-of-n fragments available can be seen as the stationary 

he 
expectation of the states in the fragment system is given by 

probability distribution of the states in the fragment system.  
Corollary 2: As time t tends to infinite, the probability 
distribution of the states in a fragment system is f(i) and t

0i

/ ( )( )
n

ni f i     , .  (7) 

ems with n=20, 50 and 



{0,1,..., }i n

The expectation of the states in a fragment system in 
Corollary 2 is equivalent to the result in Corollary 1. Fig.3 
shows the expected fraction of time for the states of the 
fragment syst 0.995  , 0.96  , 
re

ard result of Proposition 
2, we obtain the following corollary. 

spectively.  
In our defined fragment system, if an object is available, at 

least m fragments are available. We need to determine the 
expected fraction of time for which at least m fragments out of 
n ones are available. As a straightforw
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Corollary 3: For the scenario that the fragment system (n, m) 
has tended to stable, its expected fraction of time available, 
i.e., the overall availability of an object, is given by  

( )

( )
( )

n i in n

n
i m i m

n
f i

i
A

 

 



  

    
 

  .         (8) 

Fig. 3 also plots the overall availabilities with the different 
the erasure coding parameter m which is represented as x-axis 
values. This corollary is helpful how to configure the 
parameter m for the required overall availability of the 
fragment system. For example, if the required availability is at 
least 99%, then m should not be more than 14 for n=20, shown 
in Fig. 3(a) and m should not be more 38 for n=50, shown in 
Fig. 3(b). 

To validate the results, we again follow the parameters of a 
fragment system (i.e., n=20 0.995   and 0.96  ) to 
generate the synthetic trace of 1000 distinct objects in 1000 
time units period. Moreover, we randomly select a set of peers 
to store the fragments of 1000 objects from the empirical trace 

[2]. Fig. 4(a) shows the evolutions of a synthetic fragment 
system instance and an empirical instance. Observe that the 
two instance curves accord with the modeled curve well. Fig. 
4(b) plots the expected probabilities of the states from the 
model and the synthetic traces of 1000 fragment systems. It 
also plots the 5th, the mean and the 95th percentile of time of 
the states for these fragment systems that show the extents of 
deviation from the model. We observe that the means are close 
to the modeled data according to Proposition 2. But the 
percentile values deviating from their expectations are 
different for both synthetic data and empirical data. The 
deviations of the empirical traces are much larger than the 
deviations of the synthetic traces. The reason is that the 
online/offline durations of the peers are much more various in 
the empirical trace than in the synthetic traces. The synthetic 
traces are generated according to the average probabilities that 
results in the behaviors of these peers are identical mostly. 
Even so, if the overall level of availability is required at least 
99% for a fragment system, then m could be set so less than 14. 
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(a) n=20                                                                                                                        (b) n=50 

Fig.3 the expected fraction of time for the states of the fragment systems and overall availabilities with probability pair ( 0.995  , 0.96  ). 
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Fig. 4. (a) the evolutions of a fragment system. (b) the expected probabilities of the states of 1000 fragment systems. 

 



V. MAINTENANCE 

A. Maintenance strategy 

Our proposed maintenance strategy is based on peer probing. 
In the strategy, the peers in a fragment system are probed not 
only for determining the probabilities of the state transitions, 
but also for determining the replaced peers in a fragment 
system. The maintenance strategy works as follows: 

 
STEP 1: the average probabilities ( , ) of the network are 
determined for any S(m, n) by multiple samplings every T time 
units interval.  
STEP 2: for peer i in S(m, n), the state transitions are counted 
every T time units and then  ( , )i T and  ( , )i T are obtained.  

STEP 3: the comparison between ( ( , )i T , ( , )i T )and ( , ), 
is done, and then the decision is made whether peer i is 
replaced. 
STEP 4: if peer i is replaced, the maintenance operation 
replaces with other online peers randomly or selectively. 
STEP 5: repeat STEP 2 every T time units. 
 

As stated in Section IV.A, the increased   of an offline 
peer may lead to permanent failure. In our maintenance, if 

( , )i T  of an peer i is not less than  and ( , )i T is less than  , 
peer i would be replaced with an online peer randomly. It 
means that the replaced peers are failed a large proportion of 
the period that are suspected as vulnerable peers including 
permanently failed peers to replace. Notably, if a peer failed 
permanently has the state-path: 111…1000…, the peer may 
not be replaced due its larger ( ,i T )  in one period; but it is 
certain to be replaced in the next period. 

Moreover, if ( , )i T and ( , )i T  are relatively smaller than 
given thresholds, it means that peer i frequently fails and 
rejoins in the period. Our maintenance can select the peers to 
be replaced if their evolutions are dominant with temporary 
churn, which can be an optional part as the strategy. Due to the 
space limitation, we do not discuss it in the experiments.  

B. Evaluation 

To evaluate our maintenance, the experiments use Overnet 
trace [16] because it has more permanent churn than Microsoft 
trace [2].  

1) Experiments 
With the simulation driven by Overnet trace, we sample 

1000 distinct fragment systems (n=32) to acquire the average 
probability pairs ( ,  ) within different Ts. The results are 
(.87541, .65403), (.86639, .78835), (.86691, .80515) and 
(.86716, .82224) for T= 12, 48, 84 and 120 respectively. It can 
be seen that   increases gradually while  almost keeps 
invariable with the increase of sampled time-lengths resulting 
in the deceased ( )N t s  due to the effects of accumulated 

permanent failures with increasing T. Our maintenance can 
replenish the lost fragments and pulls up the downwards 
curves periodically to the modeled level. As an example, the 

evolutions of a fragment system with maintenance and without 
maintenance are plotted in Fig.5, for T=12. 
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Fig.5. the evolution instance with T=12 evolution (n=32) 
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Fig.6.the mean and the 1st and 99st percentiles of the number of replaced peers 

for a fragment system. 

2) Result Analysis 
The experiments maintain 1000 fragment systems to 

evaluate the metrics including bandwidth usage and available 
fragment distribution of a fragment system with different Ts.  

First, we evaluate the bandwidth usage. The bandwidth 
usage is determined by the number of replaced peers. Fig.6 
plots the mean and the 1st and 99th percentiles of the number 
of replaced peers for a fragment system in the whole trace 
duration for different Ts. Observe that the expected numbers 
of replacements and the variations of the number of 
replacements are decreased with linearly increased T. The 
reason for the observation is that the failed peers are lazily 
replaced for a longer period T; but the fragment system may 
become more vulnerable to temporary failures subsequently. 
Otherwise, some temporary failed peers may be treated 
permanent failure wrongly and eagerly replaced if T is small 
that results in much amount of bandwidth consumed.  

Next, we evaluate the availability of a fragment system 
which has relation with the probability distribution of states in 
a fragment system. The probability distribution of the number 
of available fragments in a fragment system (n=32), as shown 
in Fig.7 (a) with different Ts. From the plots, the observed 
trend is the strategy maintains much larger number of 
fragments available with smaller T for a fragment system. The 



largest number of fragments is maintained for T=12 that 
m<=8 to achieve 99% availability while the least redundancy 
is maintained for T=120 that m<=16 to achieve 99% 
availability.  

Finally, to validate the model stated in Section IV, Fig. 7(b) 
plots there curves of the distributions of states for a fragment 
system which are obtained from our simulation driven by the 
synthetic trace (i.e., it accords with the model), the empirical 
trace with and without our maintenance, respectively. For the 
concision of the figure, it only plots the curves for T=12. 
Others have the similar results. The more the curve shifts 
leftwards, the more vulnerable the fragment system is. 
Therefore, from the positions of the curves, it is clear that our 
maintenance can be achieved at least the modeled availability 
according to Corollary 1. 

VI. CONCLUSION 

Based on the observation that, in real P2P storage systems, 
the peer availability measurement is done at a certain time 
interval, this paper has presented a discrete time Markov chain 
model for analyzing the redundancy evolution of the P2P 

storage system. The stochastic model can be used to analyze 
redundancy evolution of dynamic P2P storage systems. And 
this paper proposes a redundancy maintenance strategy 
assisted by network sampling. Both empirical trace and 
synthetic trace are used to validate the model and evaluate the 
maintenance strategy. As future work, we focus on comparing 
the maintenance strategy with existing maintenance strategies. 
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